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A B S T R A C T

It is widely accepted that gene expression classifiers need to be externally validated by

showing that they predict the outcome well enough on other patients than those from

whose data the classifier was derived. Unfortunately, the gain in predictive accuracy by

the classifier as compared to established clinical prognostic factors often is not quantified.

Our objective is to illustrate the application of appropriate statistical measures for this pur-

pose. In order to compare the predictive accuracies of a model based on the clinical factors

only and of a model based on the clinical factors plus the gene classifier, we compute the

decrease in predictive inaccuracy and the proportion of explained variation. These mea-

sures have been obtained for three studies of published gene classifiers: for survival of lym-

phoma patients, for survival of breast cancer patients and for the diagnosis of lymph node

metastases in head and neck cancer. For the three studies our results indicate varying and

possibly small added explained variation and predictive accuracy due to gene classifiers.

Therefore, the gain of future gene classifiers should routinely be demonstrated by appropri-

ate statistical measures, such as the ones we recommend.

� 2006 Elsevier Ltd. All rights reserved.
1. Introduction

For the last 30 years, clinical characteristics of cancer patients

have been used to derive individualised predictions by means

of Cox proportional hazards1 and logistic2 regression models.

In recent years, the information derived from gene expression

profiling has been used for these purposes also. The early

papers promising the prediction of cancer outcome from

‘gene-expression classifiers’, i.e. sets of genes or signatures

associated with prognosis together with classification

rules,3–6 immediately generated the impression of a major

breakthrough. Later, this enthusiasm was tempered after re-

evaluation of what actually had been achieved.7–9 The merits

of the pioneering studies using information from expression
er Ltd. All rights reserved
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profiling should not be denigrated and we will likely see more

successful attempts in this direction in the future. However, it

has become obvious that the actual gain in predictive preci-

sion due to the use of gene classifiers derived from expression

profiling needs to be carefully evaluated.

Before routine use of such potentially prognostic informa-

tion can be considered, an internal validation of the gene clas-

sifier needs to be performed by means of a resampling

technique such as cross-validation.10 Then, the prognostic

model based on gene expression has to be externally validated

by providing evidence that the model works satisfactorily on

other patients than those from whose data it was derived.11

Third, as Kattan12,13 notes, the predictive ability of the multi-

variable model that contains the marker, more specifically
.
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the gene classifier, and other established prognostic factors

should be compared to the predictive ability of the model that

lacks this marker. This comparison permits an intuitive judge-

ment of the clinical relevance of a gene-signature and is the

topic of our contribution.

The objective of this paper is to show how appropriate sta-

tistical tools need to be used to answer the important ques-

tion: do gene classifiers add predictive accuracy to clinical

characteristics for the prognosis of cancer patients? This

work was motivated by the fact that many publications in

the microarray literature only show that gene classifiers are

significantly associated with outcome without proper estima-

tion of the actual gain in predictive accuracy.

Leading scientific journals require investigators of DNA

microarray research to deposit their data in an appropriate

international database, following a set of guidelines (mini-

mum information about a microarray experiment).14,15 This

provides a rather unique opportunity in medical research to

propose alternative analyses of the original data sets or to

propose new statistical methodology. We chose three differ-

ent published gene classifiers from the literature that were

validated in an independent patient series and for which both

clinical and genetic characteristics were available. Two of

these studies5,6 are probably the most well known examples

of gene classifiers that aimed at prediction of survival of can-

cer patients, while the third study16 developed a gene predic-

tor for the detection of lymph node metastases at diagnosis.

For each of the three studies, we will evaluate the predictive

accuracy with and without the use of gene classifiers and

thus quantify the net gain from gene classifiers for clinical

practice.

2. Methods

2.1. Clinical data sets

2.1.1. Data set 1: lymphoma
Rosenwald and colleagues6 developed a 17-gene classifier of

the overall survival for patients with advanced diffuse large

B cell lymphoma receiving CHOP chemotherapy. A three-level

‘International Prognostic Index’ (IPI) based on both clinical

and pathological factors is currently used for risk stratifica-

tion of patients with aggressive lymphoma (low risk: IPI 0–1,

intermediate: IPI 2–3 and high: IPI 4–5). We evaluated the ex-

tent to which the continuous Rosenwald gene score adds to

the IPI in the prediction of overall survival in the 73 patients

of the independent validation series for which the IPI values

were available.

The patient data were downloaded from http://llmpp.nih.

gov/DLBCL/.

2.1.2. Data set 2: breast cancer
Van’t Veer5 developed a 70-gene classifier to predict survival

in young patients with stage I or stage II breast cancer. The

classifier was validated in a consecutive series of 295 patients

for which the clinical data were also available.17 We consid-

ered the endpoint of distant metastasis-free survival and

used the 234 patients of the validation series that were not in-

cluded in the original training series. In order to derive the set

of ‘clinical characteristics’ of independent prognostic impor-
tance, a backward stepwise regression (threshold p < 0.05)

was applied to the available clinical variables. We evaluated

the extent to which the binary gene classifier (predicted high

versus low risk) adds to the retained ‘clinical characteristics’ –

ER-status (+/�), number of lymph nodes (0,1 to 3,4+) and

histological grade (1,2,3) – in the prediction of distant metas-

tasis-free survival. The patient data were downloaded from

http://microarrays.nki.nl.

2.1.3. Data set 3: head and neck cancer
The last example is a study showing that gene expression

profiling could permit early detection of lymph node metasta-

ses for primary head and neck squamous cell carcinomas.16

This binary endpoint was determined by post-operative histo-

logical assessment. We evaluated the extent to which the 102-

gene classifier adds to the pre-operative clinical assessment

(N0, N+) in the prediction of the occurrence of nodal metasta-

ses in the 22-patient validation series.

The patient data were downloaded from the supplemen-

tary material in the original publication.

2.2. Statistical analysis

In this paper, we quantify predictive inaccuracy of a model by

the average of the absolute difference between an observed

outcome and the model prediction as developed in Schemper

and Henderson18 and Schemper.19 For each of the three data

sets predictive inaccuracy, i.e. the absolute prediction error,

was determined for a model without predictors (D0), a model

using standard clinical prognostic information only (DC), a

model using the gene classifier only (DG), and a model using

both types of prognostic information (DCG). In addition to

the predictive inaccuracy, we also determined the proportion

of variation in outcome explained by these models, or ‘ex-

plained variation’.18,19 For instance, the explained variation

of the model using the gene classifier only is given by

[D0 � DG]/D0. The intent of the original development of this

measure was to provide an equivalent to the R2 in linear

regression and to be able to obtain comparable values when

applying models of different types to the same patient data

set. The standardisation by the baseline predictive inaccuracy

D0 permits comparability of explained variation between dif-

ferent models and also between different data sets. Explained

variation ranges between 0% and 100% (perfect prediction)

and predictive inaccuracy is maximal for a model without

predictors and 0 for perfect prediction. Though perfect predic-

tion rarely will be achieved in cancer studies, in particular

with survival outcomes, this theoretically achievable upper

limit permits an intuitive understanding of values of ex-

plained variation obtained in practice.

Similarly, the relative gain in explained variation provided

by the gene classifier when added to the multivariable model

based on clinical prognostic information is calculated by

[DC � DCG]/D0.

For all results of predictive inaccuracy and explained vari-

ation, we estimated the standard error by bootstrap20 using

200 re-samples each. The hypothetical effect of larger sample

sizes than the actual ones on the standard error was obtained

by increasing the size of bootstrap re-samples. In order to

support the intuitive understanding of values of explained

http://llmpp.nih.gov/DLBCL/
http://llmpp.nih.gov/DLBCL/
http://microarrays.nki.nl
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variation, we demonstrate how they relate to the spread of

survival functions obtained from Cox regression.1 For this

purpose the regression parameter for the gene classifier, also

governing the degree of separation of corresponding survival

functions, was increased iteratively until data sampled from

such a (hypothetical) model produced the defined values of

explained variation.

Data sets 1 and 2 were analysed by proportional hazards

regression1 as implemented in Proc PHREG of SAS/STAT21

and data set 3 was analysed by a SAS macro for logistic

regression, FL,22,23 which is able to deal with quasi-complete

separation of the data. For all models the fit was checked by

means of ‘candidate variables’ for interactions and addition-

ally for time-dependent effects in data sets 1 and 2. The

measures of predictive inaccuracy (using an indirect formula-

tion19) and explained variation were estimated using the pro-

grams SUREV and RELIMP,24 available for free download from

http://www.meduniwien.ac.at/msi/biometrie/programme/

frameset_programme_en.htm.

3. Results

In this section, we directly present the results obtained by

predictive accuracy calculations and do not repeat the con-

ventional results of multivariate analyses from the original

papers.

3.1. Data set 1: lymphoma

The predictive inaccuracy is 0.383 for a model without predic-

tors for the lymphoma data, and it is reduced to 0.356 if the

clinical International Prognostic Index, IPI, is used (see Table

1). The gain by adding the gene classifier to IPI is quantified

by a reduction of predictive inaccuracy from 0.356 to 0.319.

Thus the gene classifier is far from an optimal predictor,

which would reduce the predictive inaccuracy to 0. In terms

of explained variation, only 7% is attributable to IPI and an

additional 10% can be explained by adding the gene classifier.

Thus, for this example, the relative gain in predictive accu-

racy by the gene classifier is modest. In Fig. 1, the prognostic

capacity of the gene classifier is illustrated by means of sur-

vival functions from proportional hazards regression, condi-

tional on the 3 levels of the IPI score.

Here we also present conditional survival functions had

the gains in explained variation due to gene classifier been

33% (i.e. a reduction of predictive inaccuracy from 0.356 to

0.238), a ‘great success’, or 67% (i.e. a reduction of predictive
Table 1 – Explained variation and predictive inaccuracy for sur

Predicti

Model without predictors 0.383

Model with International Prognostic Index, IPI 0.356

Model with gene classifier 0.341

Model with IPI and gene classifier 0.319

Gain by adding gene classifier to IPI 0.037
inaccuracy from 0.356 to 0.116), a likely unrealistic

expectation.

Note that also the overall explained variation of 17% is in

the lower range of the values typically observed with prognos-

tic factor studies of survival (10–35%).24 It is very common

that prognostic factors explain only a small to moderate frac-

tion of the variation in the outcomes among individuals.18,25

They could, however, be used to identify high-risk popula-

tions in order to more efficiently conduct clinical trials.

Another important issue with studies of gene classifiers is

sample size. It is obvious that the standard errors of the esti-

mates of predictive inaccuracy and explained variation for the

lymphoma study are unsatisfactorily high and that they could

have been reduced by larger sample sizes. Fig. 2 shows that

for this study a sample size of 400 with 260 events (proportion

censored and follow-up distribution unchanged) would have

cut the actual standard error in half. Gains in precision with

even larger sample sizes appear minimal.

3.2. Data set 2: breast cancer

In this example, the explained variation in patient outcome is

16% for the model with the clinical characteristics and 12% for

the model with gene classifier only (see Table 2).

The gain from adding the 70-gene signature to the clinical

characteristics is even smaller than in the previous example,

and amounts to an increase in explained variation of only 3%.

In Fig. 3 the prognostic capacity of the gene signature is

illustrated by means of survival functions from proportional

hazards regression: for the given sample (explained variation

12%) and for the hypothetical situation had explained varia-

tion been twice as much as that observed (24%).

Similar to the previous example, a larger sample size,

about 4 times the actual one, would appear optimal in terms

of standard errors of predictive inaccuracy (reduction to

around 0.01) and explained variation (reduction to around 2).

3.3. Data set 3: head and neck cancer

The additional explained variation due to use of the gene

classifier is 48% in this example, an encouraging result. How-

ever, from Table 3 we recognise substantial uncertainty in the

estimates of predictive inaccuracy and explained variation

because of the small sample size of the validation series.

For this example increases in sample sizes to 66, 330 or 880

would have resulted in much smaller expected standard er-

rors of 7, 3 and 2, respectively, for the variation explained by
vival in the lymphoma data set (n = 73; 48 events)

ve inaccuracy Explained variation in %

Standard error Standard error

±0.01 0

±0.02 7 ±5

±0.02 11 ±6

±0.02 17 ±6

10
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Fig. 1 – Survival functions for the upper and lower quartiles of the gene classifier, separately for the three levels of the

International Prognostic Index (IPI) of the lymphoma study: upper panel: given sample; centre panel: explained variation (EV)

by gene classifier set to 33%; lower panel: explained variation by gene classifier set to 67%.
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Fig. 2 – The hypothetical effect of increasing the sample size of the lymphoma study on the precision of estimates of

predictive inaccuracy and explained variation as obtained by bootstrap.
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Fig. 3 – Survival functions for the binary gene classifier of the breast cancer study: left panel: given sample; right panel:

explained variation (EV) by gene classifier set to 24%.

Table 3 – Explained variation and predictive inaccuracy for diagnosis of lymph node metastases in the head and neck
cancer data set (n = 22; 10 metastases)

Predictive Inaccuracy Explained variation in %

Standard error Standard error

Model without predictors 0.496 ±0.03 0

Model with clinical assessment 0.444 ±0.07 10 ±12

Model with gene classifier 0.260 ±0.07 48 ±15

Model with clinical assessment and gene classifier 0.246 ±0.05 50 ±10

Gain by adding gene classifier to clinical assessment 0.198 40

Table 2 – Explained variation and predictive inaccuracy for survival in the breast cancer data set (n = 234; 55 events)

Predictive inaccuracy Explained variation in %

Standard error Standard error

Model without predictors 0.283 ±0.03 0

Model with ‘clinical characteristics’ 0.238 ±0.03 16 ±5

Model with gene classifier 0.249 ±0.02 12 ±4

Model with ‘clinical characteristics’ and gene classifier 0.230 ±0.02 19 ±5

Gain by adding gene classifier to ‘clinical characteristics’ 0.008 3

E U R O P E A N J O U R N A L O F C A N C E R 4 3 ( 2 0 0 7 ) 7 4 5 – 7 5 1 749
clinical and genetic factors. Thus, in order to achieve reason-

ably precise estimates of explained variation a much larger

sample of about 330 individuals would have been required.

4. Discussion

Gene expression profiling is expected to assist in the selection

of optimum treatment strategies for individual patients, by

allowing therapy to be adapted to the severity of the disease.

In this context, it is important for medical investigators to

realise that even strong and highly significant regression coef-

ficients associated with prognostic factors of outcome may

not automatically translate into sufficiently accurate predic-

tion or close determination of individual outcome values of
the patients.19 Therefore, gains from the use of gene classifi-

ers can only be demonstrated by the use of measures of pre-

dictive accuracy, but not by means of hazard or odds ratios,

nor by their corresponding p-values. This issue is often not ta-

ken into account and even partly explains why so many iden-

tified biomarkers fail when used to predict outcomes for

individual patients.25

In this paper, we have shown how to study gains in predic-

tive accuracy of the prognosis of cancer patients using gene

classifiers in addition to clinical characteristics. Why do we

need to use a measure of explained variation in clinical studies

of gene classifiers? There is an obvious danger of intuitive

overestimation of predictive power when citing odds or hazard

ratios. As a consequence new gene classifiers of little practical
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value could be recommended for routine use. Very strong prog-

nostic factors can have limited predictive value; for instance,

for binary outcomes we learn from Pepe and colleagues25 that

a biomarker with an odds ratio of 3 is in fact a poor prediction

tool and that odds ratios in the order of 30 would be desirable.

But there is no intuitive interpretation of such odds ratios with

respect to the gain in predictive accuracy. Alternative mea-

sures of predictive accuracy for binary and survival outcomes

are the c-index and the area under the ROC-curve, which are

identical for binary outcomes,12,25–27 or an index of prognostic

separation.28 Since different censoring patterns of survival

outcomes in the follow-up frame of interest can affect values

of the c-index in the presence of high hazard ratios29 but not

values of the measures used by this paper, we prefer the latter

ones. Neither the c-index nor the index of prognostic separa-

tion permits the appealing interpretation as a proportion of

variation explained by a gene classifier. Current extensions of

the ROC methodology to survival outcomes produce functions

of time rather than single values.27,30

Occasionally, the question arises which of a few different

gene classifiers developed for the same task provides the

largest gain in predictive accuracy. This question can be

suitably addressed by means of comparisons of predictive

accuracies, and by corresponding approximate confidence

intervals for their differences, for which software is readily

available.24

For the three case studies considered here, varying and

possibly small proportions of variation in the outcome could

be explained by gene classifiers as compared to the estab-

lished clinical prognostic factors. For example, the gene clas-

sifier for survival with breast cancer of data set 2 permitted

only a reduction in inaccuracy of 0.008, from 0.238 to 0.230,

amounting to a proportion of explained variation of 3%, while

the gene classifier for survival with lymphoma of data set 1

permitted a not much better reduction of 0.037, from 0.356

to 0.319, related to an explained variation of 10%. In the third

example the gene classifier alone explained 48% of the vari-

ability in outcome, quite a respectable result, had the sample

size not been inappropriately small. Larger patient series are

needed to obtain more precise estimates of gains in explained

variation: for the binary example around 330 patients with

balanced outcomes instead of the 22 patients would be neces-

sary, and for the two survival examples around 260 events in-

stead of 48 and 55 events.

To provide a rough guideline for interpreting obtained val-

ues of predictive accuracy and explained variation, we con-

sider the effect of a gene-signature or other newly

developed markers as ‘weak’, ‘medium’, ‘strong’ and ‘very

strong’ if less than 20%, 20–39%, 40–59% and at least 60%,

respectively, of the variation in outcome can be explained.

We consider the ‘medium’ effect, i.e. of at least 20% explained

variation, as the minimum requirement for a gain in predic-

tive accuracy resulting in a sufficient impact on the level of

an individual patient.

As mentioned in Section 1, the early papers promising pre-

diction of cancer outcome from gene classifiers generated the

impression of a major breakthrough. Our results could not

confirm such a breakthrough. We do not consider such break-

throughs in predictive capacity unlikely in the near future,

however, they should be critically examined by statistical
tools specialised for measuring gains in predictive accuracy

such as the ones we have recommended.
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